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Network Centric BigData Applications

Features of modern large-scale scientific or commercial
applications include:

¢ Collaborations of geographically distributed sites.
¢ Connected by dedicated high speed networks.

¢ Large amounts of data are generated and exchanged
between sites as part of workflow.

¢ Requiring access to very large scale data collections,
computing resources, and high-performance visualization.

Example network centric applications

¢ High-energy nuclear physics, radio astronomy, geoscience,
and climate studies.



Motivating Applications

Time
Constrained
Bursty Transfers

Multiparty
Collaboration

Fusion science
experiments often
Involve generating
plasmas several times
an hour for up to a few
seconds each time
(Aishot 0)

Distributed simulation
and data analysis are
among the most
sought-after multiparty
collaboration

This requires a
service that
provides

a time-varying and
time-constrained
bandwidth
guarantee.

Advance
reservations of
optical circuits on
time intervals In fine
time-granularity



‘ Motivating Applications

Traffic Application Requirements

Characteristics

Bulk Transfer Being able to transfer Turnaround time Is

very large files is a Important

priority in nearly all e-

sciences
Complex Data are generally Traffic characteristics
Workflow collected from several vary from one stage

centers, processed on to another.
a cluster and than

visualized on special
workstations.



Network Virtualization

Traffic Patterns
¢ One-to-Many

¢ Many-to-One
e—Many-to-Many

Advanced Reservation

¢ Non-Uniform Time Slices

¢ Multipath Routing

¢ Rerouting and Reallocation

¢ Time-varying Bandwidth
Allocation

Admission Control

Computationally Efficient
Algorithms
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‘GatorCloud (University of Florida)
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OpenFlow/SDN

OpenFlow switches have fine-grained, cross-
layer control of individual flows

Flexible routing with multi-path support
Application-aware bandwidth allocation

Coordinated control of a collection of flows,
and

Virtualization of all network resources
Time varying bandwidth guarantees

and achieve dynamically, repeatedly at multiple
levels of granularity.



‘Advanced Reservation and Bandwid
Scheduling System
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RESTful APls (URI, Action, Key-Value Arguments)
Web Services

CoScheduling Engine

Data Plane Flow Aggregation, Transfer Job Scheduling
Forwarding Fabric ﬁﬁﬂ Engineering | Task Allocation
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GatorCloud: SDN-enabled Campus Cloud




Scheduling File Transfers

Motivation

¢ Emergence of data intensive e-science applications
Transfer of large volumes of data (peta bytes)
Predictable performance

¢ Small high bandwidth networks
Small size (less than 500 nodes)
High bandwidth IP based backbone

¢ Classical QoS provisioning 1
Low priority best effort delivery for bulk traffic
Centralized network controller
Control plane algorithms
Linear programming driven framework
Multi path and multi time slice transfer sessions
Periodic re-optimization 4 5

¢
¢
¢
¢



Concurrent File Transfer Problem (CFTF

Formulated as a maximum
concurrent flow problem.

Assume all the start and end
times are available for all the
jobs 3
Performance metrics

¢ Concurrent throughput (2)

All demands are met at Link capacity = 1GB/s
least to a fraction Z. (3.6 TB/hour)
— Duration = 60 min
=1 ->
fZ ” 1 -> All demands met JL(1-9,8TB)
ully J2(3-6,1TB)

¢ Computation time



‘Notations and Definitions
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Capacity of link e

Demand size of job 2

Start fime and rounded start time of job ¢

End time and rounded end time of job ¢

Interval between consecutrve AC/scheduling runs

" In the following, assume t = kT.

Gr Slice set anchored at tume b7

M;. Index of the last slice in which some rounded
end time falls

Ly C Gy Finite slice set 1, ..., M}

STy (1), ETi (i) | Start and end times of slice 2

LEN;(i) Leagth of slice i

Ii(t) Index of the slice that time ¢ falls 1n

T2 Set of the old jobs

N[ Set of the new jobs

Py (s,d) Allowable paths from node s to d

Fy () Remaining demand of job ¢

filp,3) Total flow allocated to job i on path p on slice j

Ca(7) | Remaining capacity of link e on slice j




Node-Arc formulation

For each job (Flow Constraints)

¢ Intermediate node: Incoming flow =
Outgoing flow

¢ Source node: Outgoing flow T
Incoming flow = Z * Demand

¢ Destination node: Outgoing flow T
Incoming flow = -Z * Demand

For each link (Capacity Constraints)
¢ For each link, each time slice
¢ Sum of flows of all jobs <= link
capacity
For each job (Start and end time
constraints)

¢ For each link, flow before start time
and after end time =0

Number of variables proportional to O(EJT), where
E: number of links J: number of jobs and T. number of slices



